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ABSTRACT
In this paper we present I-MALL, an ICT hardware and software
infrastructure that enables the management of services related to
places such as shopping malls, showrooms, and conferences held
in dedicated facilities. I-MALL offers a network of services that
perform customer behavior analysis through computer vision and
provide personalized recommendations made available on digital
signage terminals. The user can also interact with a social robot.
Recommendations are inferred on the basis of the profile of inter-
ests computed by the system analysing the history of the customer
visit and his/her behavior including information from his/her ap-
pearance, the route taken inside the facility, as well as his/her mood
and gaze.

CCS CONCEPTS
• Computing methodologies → Computer vision.
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1 INTRODUCTION
In this project we aim to verify the extent to which Computer Vi-
sion and deep learning can support individual profiling. Although
we have a real application in mind as a reference for our research
- the analysis of customer’s behavior inside a Shopping Mall to
provide personalized suggestions at digital signage terminals - our
primary goal is to investigate key scientific computer vision issues
that are central to such and similar applications and develop inno-
vative solutions with respect to the state of the art. We will focus
on the following research topics: 1) Re-identification of individu-
als: creating anonymized identities in open-world settings to allow
continuous re-identification of people across different locations. 2)
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Tracking and behavior analysis: understanding interests and detect-
ing actions of individuals either alone or in a group. 3) Extraction
of personal stable traits: learn hidden information such as social
class and personality from clothing and behaviors. 4) Extraction
of personal temporary feelings: understand emotional status and
attention from face analysis. To foster the usage in real contexts,
we will design privacy-respectful solutions.

2 TRACKING AND BEHAVIOR ANALYSIS
We have investigated and developed methodologies for detection
and tracking of individuals either alone or in group to support
effective behavior analysis and identification of intentions.

2.1 Open world re-identification
Traditional face recognition assumes a closed-set scenario with
probe images containing identities that were enrolled in the gallery.
A more realistic scenario is open-set where probes may contain
subjects not enrolled in the gallery and the recognition system
must detect and reject such probes. A more challenging scenario
is the open-world where identities are learned incrementally and
unsupervisedly in the gallery as soon as they are observed. In this
scenario, the approaches for closed and open-set are not suited.
Parametric learning methods like deep networks are natively de-
signed to perform closed-set recognition and have been adapted
in a few cases to the open-set. Recent research on Neural Turing
Machines [21] showed that deep networks may be enhanced by
an external memory for quick integration of information about
new items, ensuring that salient but statistically infrequent data are
stabilized in the class representation. Such model does not anyway
support learning from video. I-MALL uses deep networks to per-
form detections and extract representations of face observations,
exploiting an external memory module to incrementally collect
them and a smart filtering mechanism that assigns observations
to identities and decides their relevance to be learned. We use the
memory to break up the temporal correlation between consecutive
instances disrupting the non-id nature of video data. In this way,
identity clusters are incrementally built putting together frequent
and rare observations with no reference to their temporal occur-
rence. Since the individual outfit is used to learn personality, we
exploit outfit features to improve the purity of the clusters. Con-
tinuity of appearance of face and outfit in consecutive frames is
used as a form of self-supervision to decide the instantiation of a
new identity. Scalability of the method in large settings such as a
mall with large number of individuals is a key problem to address.
Open-world recognition has been addressed so far by very few
researchers, none of them providing satisfactory or well validated
results. None of them addressed open-world re-identification from
video. Our approach grounds on preliminary research results [33]
that provided good confidence on the feasibility of the method.

2.2 Detection and tracking with 360 camera
We used a 360-degree camera to monitor the scene. These cameras
consist of at least two lenses and can capture spherical images
with a field of view of 360 degrees horizontally, and 180 degrees
vertically. Thus, with each shot, they can fully sense the surround-
ing environment. The acquired spherical images are often stored

through their equirectangular projection, shown in Fig. 1.(b). The
pixel coordinates (x ,y) of the equirectangular image represent the
normalized values of the polar (ϕ) and azimuth (θ ) angles of the
corresponding point on the surface of the sphere.

Let us consider a 2D coordinate reference system centered on
the projection of the 360-degree camera on the ground plane. As
proposed in [29], under mild conditions, given the camera height hc
and the pixel coordinates (xд ,yд) of a point P lying on the ground
plane, it is possible to estimate the real world location in polar
coordinates (d,θ ) by the following equations:

d = hc · α

α =
H
2 −yд
H
2

· π2

θ =
W
2 −xд
W
2

· π .

where d represents the distance of P from the projection of the
360-degree camera on the ground palne, α is the angle between
the ground plane and the line through the camera center and P
(see Fig. 1.(c)), while H and W are the height and width of the
equirectangular image respectively. The correspondence between
pixel coordinates of the equirectangular image and ground-plane
points holds only when the horizontal camera plane is parallel to
the ground plane [29].

We have used this correspondence within a multi-object tracking
method, preliminary presented in [28]. The method is based on the
tracking-by-detection paradigm [5, 12, 43, 46]. It uses a pre-trained
pedestrian detector to locate persons on the image plane. To ac-
count for the image circularity, the image is expanded at both sides
and duplicated detected bounding-boxes are removed. The location
on the ground in pixel coordinates is approximated by the middle
point of the lower side of the bounding box, and is then transformed
into real world coordinates by the above equations. At each frame,
the targets’ locations on the ground are predicted by Kalman filter;
then, associations between the detector outputs and the predictions
are found by using the Munkres algorithm considering both the dis-
tances measured on the ground and in an appearance feature space.
Appearance features are extracted from a ResNet-50 [23] model. As
pedestrian detector, we experimented with both Faster-RCNN [38]
and YOLOv5 [7]. The latter yielded accurate detection results and
it is faster. Inspired by SORT [5], we also implemented a different
association strategy: first, we associate the most recently detected
targets; later, the ones missing from the scene for more time. To
detect pedestrians within apriori known regions of interests (RoIs),
we first represent each rectangular RoI by means of two corners
in the 2D coordinated reference system on the ground (hence, we
use the relative position of the RoI and the camera). The tracking
output is then used to locate pedestrians on the ground. Detection
of persons within the RoI is done by comparing the person location
with the RoI corners in the 2D coordinate reference system (see
Fig. 1.(a)). We also keep track of the state associated with each
person. A person can be in one of the following states: entered RoI,
within RoI, exiting RoI, not in a RoI. Whenever a person enters a
RoI, we initialize a counter of the number of frames the person is
detected in the region. While the person stays inside the RoI, the
counter is incremented. Furthermore, we attempt to detect the face
by running a pre-trained face detector [35] within the pedestrian
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image crop (based on the associated bounding box). Over time, we
keep the face detection with the highest confidence score. When the
person exits from the RoI, if the number of frames he/she has been
detected inside the RoI is higher than a predefined threshold, the
facial features (if available) and the information about the visited
RoI are sent to a centralized database.

2.3 Gaze analysis
Capturing the attention of people towards specific elements in a
scene, like advertising boards or shop windows in a mall, is an
attractive yet unsolved problem in computer vision. In particular,
we consider the visual selective attention (VSA) towards the scene,
which is the process of directing the gaze to relevant visual stimuli
while ignoring the irrelevant ones in the environment [9]. The task
of detecting the target being looked at by a person in an image
or video is known as attention target detection [2, 10, 18, 22, 24,
26, 37, 45]. However, in the scenario presented in this work we
have a special case of this task in which the interest targets are
always outside the video frame. While in most cases the problem
is tackled in the 2D image space [10, 37, 45], we decided to extend
our approach to work in a fully 3D manner. The scenario consists
of 3 shop windows, where a camera has been placed inside each
one to record the outside. When a customer approaches one of
the windows, the bounding box around the head is extracted in
order to identify them using the re-identification module. Then
the captured video stream is processed by a top-down 2D pose
estimation algorithm [42]. The extracted 2D pose joints are then
converted by a 3D pose lifter [32] to a 17-joint 3D skeletal model,
centered initially at the axis origin. The vector passing through the
two joints on the head, one for the nose and the other for the center
of the head, represents the direction of the gaze of the subject. A
view frustum is then constructed around this vector. As long as the
person stands sufficiently still and faces the window, an attention
value is summed over time above the intersection between the
view frustum and the planar point cloud corresponding to the shop
window. A weighting scheme is also implemented, with a maximum
around the central axis of the frustum and exponentially decreasing
at the margins, similarly as in the attention spotlight model [34].
For implementation purposes, the weighting is done by dividing
the view frustum into 3 concentric view frustums of increasing
size. Since we are interested in the genuine interest toward scene
elements, we exploit the idea of discarding the moments when
people are engaged in a social interaction, looking at each other, to
avoid false positive estimations. Each showcase can be divided into
N tiles, respectively associated with N possible objects of interest
within it. In our case, each window is divided into 3 sections of
equal size. At the end of a visit session, the point with the highest
attention value will indicate the section, and thus the object, of
greatest interest, which will be updated with the corresponding id
within the user’s profile. In addition to the single most interesting
object, it is also possible to obtain a ranking of interest of all the
objects (of the mall or the shops individually) for each visitor. In
a larger and more complex setup, with various objects of interest
distributed in the scene, our method showed promising results, with
a top-1 accuracy of up to 71.5%.

3 EXTRACTION OF PERSONAL STABLE
TRAITS

Personal traits like personality and social status are stable social sig-
nals whose value does not change suddenly. Social signal processing
(the marriage between pattern recognition and social psychology)
has mainly focused on gestures, posture, gaze, physical appear-
ance, and proxemics to extract social signals. Other features like
clothing have been anyway recognized as having high potential in
communicating personality and social status, being dependent on
conscious choices and not as transient as a gestures.

3.1 Face Extraction of personal stable traits
Face analysis for gender, age, ethnicity and emotion has achieved
impressive performance in the last years thanks to the employing
of modern convolutional neural networks (CNNs). Anyway, where
the four tasks are simultaneously required and a response is needed
in real time, the system has to run four different CNNs, which is a
quite burdensome operation. This is especially true when dealing
with social robotic applications, where the software can not run
over powerful servers with GPUs but instead needs to be installed
on embedded systems, integrated directly on board of the robot,
thus having strict constraints in terms of computational capability
and available memory.

A possible solution to this problem is the use of a single multi-
task network, trained with data from the four tasks simultaneously;
the main idea is that the first layers of the network are used to learn
an intermediate representation of the input data (in our case, of the
facial features), that is then used for solving each of the specific
classification problems [11] [48] [4] [30] [31]. The main evident
advantage of this choice is that this network requires less compu-
tations and less memory with respect to the use of independent
networks for each task. Anyway, it has been shown that if the tasks
are sufficiently related, it is likely that the optimal intermediate
representations for the various tasks will be quite similar to each
other, and then a multi-task network may even achieve a better
performance than the individual single-task networks, since it can
exploit the sharing of the knowledge among the different tasks.

In the I-MALL system we exploit a multi-task network which
simultaneously deals the four above mentioned face analysis tasks
simultaneously [19]. It is worth to mention that this specific combi-
nation introduces three main problems: (i) there are no datasets in
the literature properly annotated with gender, age, ethnicity and
emotion labels, so the learning procedure of such a multi-task CNN
must take into account the problem of missing labels; (ii) the num-
ber of available images for the various tasks may not be balanced.
In particular, for our specific application, images annotated with
emotion labels are in minority. If this imbalance is not considered
in the learning procedure, there is a risk of penalizing the emotion
recognition task in favor of others. (iii) we are mixing classification
tasks having different numbers of classes (two for gender, four for
ethnicity, seven for emotion) with a regression task (age estimation).
Thus, the corresponding loss functions have different ranges and
slopes; therefore, the loss function of the multi-task CNN must take
into account this possible imbalance so as not to penalize any task
during the learning [47]. We solve the problem of missing labels,
dataset imbalance and loss function imbalance in the joint training
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Figure 1: Image (a) represents an overhead view of the scene and the location on the ground plane of three RoIs, identified
by two corners in a coordinate reference system centered on the camera C. Image (b) shows an equirectangular image of size
H ×W . The red line is the equator of the sphere, namely the intersection of the sphere with the horizontal camera plane. The
orange bounding box encloses a pedestrian whose location on the ground P is approximated by the point (in pixel coordinates)
(xд ,yд). The angle α is measured as the angular distance from the Equator line. In the real world (image (c)), the distance d on
the ground-plane of the subject to the camera can be estimated by knowing the camera height hc and the angle α .

by defining a custom learning procedure based on label masking,
batch balancing and a custom weighted loss function [19]. The pro-
posed multi-task CNN achieves an accuracy comparable with the
one obtained by the corresponding single task CNNs, but reducing
the overall processing time and the memory requirements by 2.5 to
4 times.

3.2 Body Clothing analysis
Analyzing the clothing style of people is a crucial step to obtaining
stable traits and performing an appropriate garment recommen-
dation. In this sense, the idea is to retrieve the clothes worn by
people and perform a recommendation of clothing offered by the
fashion companies inside the mall. Although the clothes worn by
visitors are not necessarily indicative of the customer’s purchasing
intentions, they can still reveal interesting insights into the general
preferences of each one. For instance, a person who wears a morn-
ing coat will likely appreciate elegant clothes. On the contrary, a
person wearing large pants and a t-shirt will possibly like casual
clothes. We therefore propose a method to classify in broad terms
the style of the clients, in order to provide further useful informa-
tion to the recommendation system. When a subject approaches
the totem, a small video sequence is captured by the system and
the crop of the face is used to identify the person through the re-
identification module. We then use the pretrained model introduced
in MovingFashion [20] to perform the detection of the top and bot-
tom part of the outfit. The crops of the clothes are fed to a simple
convolutional network that extracts a collection of attributes, de-
rived from the DeepFashion dataset [27], which we then use in a
naive manner to infer the style of the person’s clothing.

4 DIGITAL SIGNAGE AND PERSONAL
ASSISTANT

The personal assistant application is the core of the I-MALL digi-
tal signage. It will exploit open-world re-identification and person
detection and tracking to detect the items of interest of each indi-
vidual.

4.1 Extraction of personal temporary feelings
Understanding the feeling of an individual while looking a specific
advertising content, a shopping window or a particular product in
the shelf is very important for the retailers in order to understand
the degree of appreciation of a particular product. Most of face
expression analysis solutions in the literature consider still image
faces acquired in controlled conditions by a traditional surveillance
camera and detect the traditional seven classes of emotion Joy, Sad-
ness, Anger, Fear, Surprise, Contempt, and Disgust [17]. Few of
them have addressed emotion in faces extracted by videos in real
environments with overexposure or underexposure lighting condi-
tions, or blurring due to movements. There is also little attention to
computational requirements and real time constraints, as required
in real contexts. We exploit two different approaches based on body
and face analysis. Our body emotion recognition system integrates
spatial pose and temporal relations between movements. The model
is trained on videos of humans in a shopping mall-like environment
observing different recommended products. The users can express
themselves without restrictions and just provide their interest level
towards the observed fashion items. As a pre-processing step we
use the OpenPose [8] to extract pose information, which is then
processed in sequence thanks to an LSTM. A detailed overview of
the body emotion recognition system has been presented in [6].
Similarly, we adopt a face expression analysis module to understand
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implicit reactions of the users. As for body emotion, we trained
our model on data of users observing fashion recommendations in
order to infer personal preference from video footage alone. Our
model is based on a pixel-based branch and on a landmark-based
branch, which are then fused thanks to a mutual learning strategy.
Further details are provided in [3].

4.2 Social Robot
MIVIABot is the social robot in charge of interacting in a smart
way with the human, suggesting the specific product he/she may be
interested in depending on its biometric characteristics. MIVIABot
is based on Pepper robotic platform by Aldebaran and its hardware
capabilities have been extended with a microphone ReSpeaker 4
Mic Array v2.0, an Intel RealSense Depth Camera D435 and a pro-
cessing unit based on an NVIDIA Jetson Xavier NX. The software
architecture, shown in Fig. 2, has been designed and developed
by using Robotic Operating System (ROS), the de-facto standard
framework for robot programming. All the software is deployed
on board of the Jetson, fully controlling the robot. One of the main
advantages deriving from the combination between the chosen
hardware setup and the designed software architecture is that the
system is robot-agnostic, in the sense that it is possible to change
the social robot and/or sensory equipment by just changing the
two acquisition nodes (Video Input and Audio Input).

In the video processing pipeline, the sequence of frames is ana-
lyzed by two ROS nodes, namelyObject Detection and Face Detection.
The former is responsible for localizing and recognizing the objects
in the environment in which the social robot has to work. The
latter has to identify the position of the people in the scene that
are willing to interact with the robot; the face detected is passed to
a Face Embedding and Soft-Biometrics Recognition nodes. The first
node extracts a vector representation of the detected faces in order
to allow similarity-based tasks like People Tracking [15] and Face
Re-Identification [33]. In parallel, a ROS node extracts from each
face the soft-biometrics, i.e. age, gender, ethnicity and emotion, by
means of the multitask network described before. After that all the
above data have been extracted, a ROS node synchronizes them
in order to manage the different inference times of the involved
ROS nodes. The audio processing pipeline is activated by a Voice
Activity Detection (VAD) [25] node, responsible for identifying ut-
terances in the audio stream and retrieving the related signals. The
signal is processed by other two additional ROS nodes: Speaker
Biometrics and Speech Recognition. The first node extracts all the
information related to the speaker’s soft biometrics (i.e. age [44],
gender [40] and emotion [1]) and a vector representation of its
identity-related features. The Speech Recognition [41] node, on
the other hand, is responsible for transcribing speech into text in
order to allow a spoken natural language interaction with the social
robot. The VAD also activates the Sound Source Localization node
[36] [39] in order to identify the position (w.r.t. the social robot) of
the source of the detected sound. In this way, it is possible for the
robot to understand the position of the interlocutor even if they are
not in the camera’s field of view. Once high-level information has
been extracted from the two modalities in an independent manner,
they are aggregated in the Multimodal Sensors Aggregation node.
The aggregation allows to get a representation of the scene state

Figure 2: MIVIABot architecture. Data acquired by visual
and audio analysis modules are combined and exploited in
order to personalize the behavior of the robot with respect
to the person interacting with it.

which is independent of the way in which it has been acquired.
For instance, the robot can identify the interlocutor position with
respect to himself exploiting either the Direction of Arrival from
the Sound Source Localization node or the Face Detection results.
Furthermore, the redundant information acquired from multiple
sensors are aggregated to obtain a more robust awareness of the
environment.

Finally, the data extracted by the audio and video pipelines are
used by the Behavior Manager node, based on a finite state automa-
ton, which is responsible for starting and keeping the engagement
with the interlocutor. This node also relies on the Dialogue Manager
node for understanding person’ intents through Natural Language
Processing algorithms and for retrieving the related natural lan-
guage response. The Dialogue Manager node is based on Albert
transformer model, a light version of the well known BERT archi-
tecture, optimized in terms of number of parameters and memory
requirements. The Behavior Manager node is also in charge of the
contents management on the tablet: a set of rules is previously
defined, and the proper content is shown on the tablet depending
on the person interacting with the robot.

4.3 Digital Recommendation System: Totem
The personal shopping assistant application is the core of the I-
Mall digital signage. It exploits open-world re-identification and
person detection and tracking in the mall to detect the items of
interest of each individual. Combined with the analysis of personal
traits, both clothing and behaviors, it supports decision on the ap-
propriate personalized content to display on the digital signage
when the person is in front of the terminal. The interactivity of
the person at the digital signage terminal and the analysis of his
clothing and emotional status drive the display of content that will
eventually fit the person’s interests. On this basis the application
suggests the appropriate products considering item characteristics,
style, color. Neighborhood-based and matrix factorization-based
collaborative filtering have been used in order to compute recom-
mendations. In fact, the outcomes of open-world re-identification
and person detection and tracking, extraction of personal traits and
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Figure 3: The digital signage interface functional mockup.
Bottom garment recommendation is displayed. Recommen-
dations are provided taking into account user’s likes as
well as user’s detected clothing style and emotional status
exploiting iterative recommendation with reinforcement
learning.

feelings make digital signage contents both personalized and dy-
namic, namely variable depending on the time at which the digital
signage is observed during the user stay in the mall.

4.3.1 Digital signage totem interface. A digital signage system in-
stalled in the mall allows the mall visitor to take advantage of
personalized clothes recommendations. These recommendations
are based on the users’s behavior detected by the I-MALL system
during his or her stay in the mall as well as on the user behavior
analysis when in front of the totem. The digital signage displays
a multimedia application that can re-identify, through a dedicated
camera, the user and retrieve the profiling data stored by the system
in its knowledge-base. A special location, outlined on the floor, is
made available to the user that can take place in front of the digital
signage in order to be re-identified. The I-MALL system re-identifies
the user returning his/her demographic information (i.e. gender and
age range). Additional information is provided by the clothing anal-
ysis module regarding his/her estimated preferred clothing style.
The analysis is performed on the clothes worn at the moment by the
user. Furthermore his/her emotional status is estimated by the emo-
tional status module. The application then shows a gallery of the
user’s inferred favorite clothing items balancing all these informa-
tion. Specifically, this first recommendation is based on the user’s
behavior analysis (i.e. clothing and emotional status) and estimated
observation time of individual garments during his/her visit. The
suggested items can be either the items actually observed or items
similar in terms of garment characteristics. The suggested items are
sorted by an estimated preference index [13, 14, 16]. Once the user
selects an item of interest he or she is redirected to the top-bottom
garment recommendation and presentation interface. If the user
has selected a top garment he or she will find the selected item on
the left and in the center a set of bottom garment recommendations
presented in a stacked container (see Fig. 3). Iterative collaborative
filtering is used to refine this top-bottom recommendation through
a reinforcement learning model which exploits information on the

user’s detected clothing style as well as his/her emotional status
while interacting with the interface. Once the user finds a satisfac-
tory top-bottom clothes combination he or she is provided with
routing directions inside the mall in order to eventually purchase
the items of interest.

5 SYSTEM ARCHITECTURE
In Fig. 4 an high-level overview of the system architecture is shown.
The system is composed by several modules communicating with
the knowledge-base through an API gateway. Communication and
messaging between modules can be bi-directional. A service-based
approach has been followed, agnostic with respect to languages and
protocols. The I-MALL Api gateway is the layer providing the basic

Figure 4: I-MALL system modules architecture.

services for communication between the various modules of all
the overall system. It is exploited to acquire/send data between the
application modules and to interact with the Aggregation module
and the Presentation Framework. A protocol-driven approach is
followed, allowing loose coupling between system components.
The I-MALL Api gateway takes care of the successful exchange
of messages between the several services, without them having
to worry about routing and guaranteeing delivery. The transport
protocol is HTTP/REST, with JSON as the data format. Thanks
to this architecture design all the modules in the system work
independently. Other modules can be easily plugged-in as long as
they are compliant to data input specifications (JSON/REST API).
Deployment of the I-MALL system has been done with Docker1
technology exploiting images and containers.
1https://www.docker.com/
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Table 1: I-MALL system evaluation: person re-identified

Re-identification task Matches Number of people Accuracy
subjects involved 9 10 90%

5.1 Aggregation Module
In the context of the I-MALL architecture a strategic role is played
by the Aggregation Module, which is responsible for the fusion
of data coming from the computations of all the others functional
modules. This fusion is done on the basis of the analysis performed
by the re-identification module that, given descriptors of an image
face crop as input, returns back the identifier of the customer pre-
viously enrolled in the system (see Fig. 5). Exploiting this identifier
the user Extended Profile and the history of his/her visit is updated.

Figure 5: Aggregation Module functional schema

6 TEST AND DEMO
Since the beginning of the project it was planned a system evalua-
tion at the VeronaFiere Centre with an a real setup that should have
been done during one of the facility scheduled events. Arrange-
ments had been made and a letter of agreement for authorisation
was attached to the project documentation. However, the situation
arisen as a result of the COVID-19 epidemic led to a delay of the
activities of the original plan for the impossibility of testing the
project at public events. Because of that, a new setup was created
at the University of Palermo in order to reproduce a real situation
as regard to spaces, installed cameras and the behavior of users in
a mall facility. The I-MALL test setup involved the installation of
the system in an area of 8.5m x 4m. As shown in Fig. 6 the setup
was composed of: 3 shops (N), 1 totem, 1 robot (Rob), 4 cameras (3
CN + 1 CT), 1 camera 360 (C360).

Below is a summary of the data from the test session, which
lasted 31 minutes and involved 10 people. The system was tested
by trying to re-create partial or total occlusion in order to verify its
robustness. This was done considering the fact that occlusions could

Figure 6: Demo setup.

Table 2: I-MALL system evaluation: matches vs. detections

Re-identification task Matches Detections Accuracy
Total 569 574 99,12%

CN1 cam 79 79 100%
CN2 cam 277 282 98,23%
Totem cam 75 75 100%
360 cam 69 69 100%

likely happen frequently in a crowded mall. The re-identification
task was 90% accurate with regard to the re-identification of the
subjects involved in the simulation (See Tab. 1). In the only case
in which the system failed this was due to some large occlusions
in the acquisition phase. The accuracy of the re-identification of
all the face detections captured by the system was 99, 12%. Re-
identification errors occurred at CN2 cam location due, also in this
case, to face person occlusions in the acquired images (See Tab. 2).

7 PRIVACY COMPLIANCE GDPR
The I-MALL project is conceived in the European Union, under
the Regulation n. 2016/679 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard to processing of personal data and free movement of such
data, and Directive 95/46/EC General Data Protection Regulation
(GDPR). These are the regulatory sources that ruled the design and
processing of information as regard to all the system functional
modules, having as goals the minimization of the processing and
the pseudonymization of personal data, transparency with regard to
the functions and processing of personal data, security. According
to the above principles perspective, I-MALL functionalities have
been designed to be compliant with the regulations for privacy, so
that the application is deployable in a real scenario. In particular:
(i) Face and body of individuals once detected are immediately pro-
cessed and encoded into numerical (non-decodable) descriptors.
Such descriptors are aggregated into customers’ identities that are
identified by progressive anonymized numbers. Locations visited,
interests, behaviors and feelings are associated to such anonymized
identities. The appearance of the individual is not memorized at
any stage of processing. (ii) All personal data collected create a
temporary record of the visit in the mall. They will be maintained
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just to provide personalized assistance and give appropriate feed-
backs at the digital signage terminals. They will be erased from the
system as soon the person leaves the mall.

8 CONCLUSIONS
In this article we have presented a system of re-identification of
people in the context of a crowded environment such as a shop-
ping mall. Visitors are identified, tracked and re-identified through
computer vision at different locations. The system builds a profile
of interest for each user based on the analysis of his/her behavior
which includes the analysis of the face, of the customer emotional
state, the direction of the gaze, the style in which he/she is dressed.
This information is used to improve recommendation systems by
context-awareness and human centered design through person-
alisation. The Shopping Mall context is just an exemplar context.
We believe that the results of the project are general enough to
find application in many different real contexts beyond that used
for the experiments. The trend towards environment sensorization
and personalized on-demand services will even more enhance their
relevance for the future.
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